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Impact
2017 Now

Point clouds are 
ubiquitous.

Often processed 
directly without 
converting to other 
data types.



Applications



Structure

• 3 properties of point sets
• Unordered

• "Interaction among points"

• Invariance under transformations

• 3 architecture choices
• Max pooling

• Global-local feature concatenation

• T-Nets
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• 3 architecture choices
• Max pooling

• Global-local feature concatenation

• T-Nets

I believe this one is inadequately 
addressed leading directly to the 
follow up PointNet++.





Max pooling gives order 
invariance



Concatenating global-to-local 
features combines local + global 
info



T-Nets gives invariances by 
transforming to canonical 
pose



Property #1: Unordered

• Point sets are unordered, so point set representations should be 
invariant to input ordering

• Three ways to achieve this
• 1) Sort to a canonical order

• 2) Use an RNN and augment training with random orders

• 3) Use a symmetric function



Property #1: Unordered



Max pooling gives order 
invariance





Property #2: Interaction between points

• Points are in a metric space

• There are meaningful local neighborhoods of points

• Many local prediction tasks (e.g. normal prediction, segmentation)
require summarizing information in a local neighborhood

• How to get local features that take global context into account?

• Solution: Append global features to local features



Concatenating global-to-local 
features combines local + global 
info



Property #3: Invariance under 
transformations
• Changing pose does not change object identity

• So representations should be invariant to
e.g. rigid pose transformations (like translation, rotations)



T-Nets gives invariances by 
transforming to canonical 
pose



But what is this second one 
doing?



But what is this second one 
doing? "Feature alignment"



Results on 3 Applications



Classification



ShapeNet Segmentation



ShapeNet Segmentation



Scene Segmentation



Scene Segmentation



Scene Segmentation

Hand-crafted point features, not sure how convincing this is



Contribution

• New architecture for point clouds with
• Order invariance

• Transformation invariance

• Ability to combine local and global info

• Strong results on ShapeNet segmentation, scene segmentation and 
classification

• Empirical results supporting choice of order invariance mechanism, 
transformation invariance mechanism



What's missing?

• Hierarchy!

• By analogy to 2D image processing:
• Imagine calculating per pixel features, then a single round of global pooling

• Loses a lot of information!

• Point clouds don't have the same info (ordering, adjacency),
but they do have distances which define local neighborhoods that aren't 
being used here



Enter: PointNet++



Enter: PointNet++



Structure

Desired properties:

• 1) hierarchical feature learning

• 2) robustness to density changes

• 3) multi-scale information 
aggregation
(not just local+global)

Architecture choices:

• 1) set abstraction layers

• 2) density-adaptive grouping

• 3) distance-based interpolation



Hierarchical feature learning

• Idea: Apply PointNet recursively to nested partitions of points
• Need a way to partition points

• Need stackable layers for recursion (output type = input type)

• Set abstraction layer
• Sampling: Select centroids with iterative farthest point

• Grouping: Select group of points for each centroid (KNN or ball-query)

• PointNet: Run PointNet on each group



Hierarchical feature learning



Robustness to density

• Idea: Adaptively group based on density
• In high density areas, group tightly (to avoid losing detail)

• In low density areas, group widely (or won't have sufficient info)

• Adaptive density-grouping
• Sampling: Select centroids with iterative farthest point

• Grouping: Select group of points for each centroid (KNN or ball-query)

• PointNet: Run PointNet on each group



Robustness to density

Multi-Scale Grouping Multi-Resolution Grouping



Multi-scale information aggregation

• For segmentation, normal prediction,
need point features that incorporate global/neighborhood context

• Could just append local+global, but want to exploit hierarchy

• Idea: Distance-based interpolation
• Interpolate higher layer features and append to points in lower layer





Results: MNIST classification

Note: comparing methods which take (2D) point sets
to methods that take image inputs. Used 512 2D points.



Results: ModelNet40 classification

Note: "Ours (with normal)" takes normal at each point as input, also 
uses additional points (5000 instead of 1024)



Results: Robustness to density

"DP" = random input dropout during training.
"SSG" = single scale grouping, "MSG" = multi scale grouping,
"MRG" = multi resolution grouping



Contribution

• Proposed a new Hierarchical PointNet architecture

• Beats vanilla PointNet by a large margin in 2D and 3D tests

• Matches or beats "mature CNN" architectures

• Greatly improved robustness to density with adaptive grouping



Comparison

PointNet PointNet++

Information aggregation? Single Max Pool layer Hierarchical
"set abstraction layers"

Density adaptive? N Y

Adding global info to point 
features?

Appends global to local Distance-based 
interpolation


