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Motivation

- Increasing demand for (high-quality) 3D objects

-The craft of 3d modeling remains difficult and time consuming



-One promising way: generative models of 3D shapes

- Ideal model: plausible output geometry, a wide range of shape, 
interpretable representation



-Procedural models: authoring a good 
procedural model from scratch is difficult

- Procedural Modeling of Buildings (2006)

-Procedural Modeling of a Building from a Single Image (2018,2016)

-Deep generative models: implausible 
geometry, hard to edit or manipulate

-ComplementMe:Weakly-Supervised Component Suggestions for 3D Modeling 
(2017)

-StructureNet: Hierarchical Graph Networks for 3D Shape Generation (2019)



Contributions 

Insight: Procedural models and deep generative models have 
complementary strengths

In this paper, the authors proposed:

-An Assembly language for shapes, allowing the procedural 
specification of shape structures represented as connected part 
assemblies.

-A deep generative model for ShapeAssembly programs, coupling the 
ease-of-training and variability of generative networks with the 
precision and editability of procedural representations.



Problem Setting

Input: dataset of hierarchical 3D graphs

Output: novel 3D shapes

- Uses hierarchical sequence VAE to generate a DSL program

- Uses that program to generate the ultimate 3D shape output
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Program Extraction Procedure
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Gated Recurrent Unit (GRU)



Generative Model
 



Generative Model

 

Gated Recurrent Unit (GRU)



Results and Discussion

 Novel Shape Synthesis                                                        PartNet dataset 



Results and Discussion

 Analysis of Shape Quality



Results and Discussion

 Program editability                                  Geometric variability

More macros can make the program be more concise,                       Best on the coverage and variety metrics.

easier to edit.



Results and Discussion

 Latent Space 



Limitations

-Assumption of program extraction procedure

-Discard training programs with more than 12 total Cuboid 
declarations (a trade-off between variability and quality)

-Not guarantee the leaf-to-leaf connectivity

-Only supports cuboids



Contributions (Recap)

Insight: Procedural models and deep generative models have 
complementary strengths

In this paper, the authors proposed:

-An Assembly language for shapes, allowing the procedural 
specification of shape structures represented as connected part 
assemblies.

-A deep generative model for ShapeAssembly programs, coupling the 
ease-of-training and variability of generative networks with the 
precision and editability of procedural representations.


