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Motivation and Main Problem

Point cloud acquisition has become:
• Inexpensive
•Dense 
•Accurate

Processing directly on raw point 
clouds has benefits in speed



Motivation and Main Problem

We want to extract high-level information about the scene
BUT 2D != 3D

SO
How can we take the successes of CNN on 2D, and apply them to 3D?



Motivation and Main Problem

Previous research does not incorporate local information



Contributions 
- Extract high level information directly from point clouds
- Points must remain “permutation invariant”
- Prior work treats each point independantly, thereby ignoring local 
geometric information

- An operation can be performed to to transform local points into a 
graph, and applying convolution to the edges

- This operation can be repeatedly stacked to learn semantic 
relationships between groups of points

- Achieves state-of-the-art performance, and shows semantic labelling 
across large distances and sepeations
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Methods

Converts point cloud into 
canonical space using 

co-ordinate differences of 
point with k-neighbours
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Converts point cloud into 
canonical space using 

co-ordinate differences of 
point with k-neighbours
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State of the art performance 
while maintaining high 
efficiency
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State of the art performance 
while maintaining high 
efficiency
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Distance in feature 
space in early, middle, 
and late stages of the 

newtork



Distance in feature 
space from source point 
(red) between separate 

point clouds



Discussion of results

- Principle of convolutions can be applied to point clouds
- Able to capture local information

- Interestingly able to capture semantic groupings across large 
distances

- Also able to transfer same distance in feature space to other point 
clouds



Critique / Limitations / Open Issues 

- Why not state-of-the-art in part segmentation?

- By focusing on edges, this method ignores the relative positioning of 
points

- Features are aggregated in patches, and thus deformation of the patches will 
not be seen

- Are relationships in high-level feature space robust?



Contributions (Recap)

-This paper learns high-level information from points clouds
-Point clouds are not the same as images, new techniques need to be 

applied
-Prior work did not incorporate local information/geometry
-By transforming the point cloud into a graph, convolutions can be 

applied
-Dynamically reconstructing graph produces stronger results
- State-of-the art performance on classification, and strong 

performance in part segmentation


