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3D Representations prior to DeepSDF
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Cubically growing compute and
memory requirements

Do not describe surface Limited to the typology of the template



Motivation and Main Problem

Key insight
• Directly regress SDF

• The surface is implicitly represented by
the zero-level set  

𝑓𝜃(𝑥, 𝑦, 𝑧) ≈ 𝑆𝐷𝐹(𝑥, 𝑦, 𝑧)



Contribution

Prior work of 3D representations lacks the ability of 
representing fine surface details.

In this paper, the authors proposed 

• a new 3D representation that is efficient, expressive and 
continuous.

• a learning method for 3D shapes based on a probabilistic 
auto-decoder

Further, they demonstrate the application of their 
formulation by obtaining SOTA results on shape 
reconstruction and completion



Problem Setting

Learning Shape Conditioned Reconstruction with a Continuous Implicit Surface 

𝑓𝜃( റ𝑧, റ𝑥) ≈ 𝑆𝐷𝐹( റ𝑧, റ𝑥)

𝑀𝐿𝑃



Learning

Coding Multiple Shapes with Auto Decoder

Auto Encoder

It is not straightforward to design and 
encoder on SDF

Auto Decoder

Directly optimize latent code



Inference

Compute SDF on visible parts
Optimize latent code while fixing decoder

Inference with optimized 
latent code to complete 
shape



Surface Extraction

1. Ray casting

2. Marching Cubes – faster, however imposes quantization error due to fixed grid size



Results and Discussion

• Representing unknown shapes



Results and Discussion

• Shape completion from partial range scans
• Notice that, the same trained model can be applied to different reconstruction tasks,

unlike Octnet.  



Results and Discussion

• Overview of the benchmarked methods



Results and Discussion

• Feature Space Interpolation



Limitation

• Inference need optimizing latent code with SDF -> not applicable to 
2D observation.
• DISN (Wang et al. 2019) addressed this problem with a novel image encoder.

• The inference time is slow even assuming models are in their canonical pose.
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