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Problem Setting

* Imitation learning
* Other names in different contexts:
* Learning from demonstrations / Apprenticeship learning
* Input:
* Expert’s perfect trajectories {(s_t, a_t)}

* Output:

* A policy network p(a_t | s_t)
* Goal:

» Can our agent be taught to reproduce the skills to solve a given task?

* Why not reward / Why not use human designed rules?

« Hard / not safe / not generalized



Behavior Cloning / Dagger

* Treat it as a regression problem
* A policy network
* Input: s_i
* Qutput:a=p(a_i|s_i)

* Find the policy parameterized by phi that fits the expert data
N
o = arg max gw¢(ai|5;)

* How is the “dataset” {(a_i, s_i)} generated?

* Two different problem settings



Behavior Cloning / Dagger

* Behavior cloning (BC)
* Setting A
* Ask an expert to generate the expert dataset.
* The agent direct regresses on the expert dataset.
* Train on expert’s state distribution.
» Dataset Aggregation algorithm (Dagger)
* Setting B

The learner samples the states {s_i}.

Then ask the expert to produce the correct actions {a_i}.

Repeat

Dagger: Train on learner’s state distribution. It has a more powerful / kinder expert.



Generative Adversarial Imitation Learning

* Goes back to Setting A
* Behavior cloning is good enough when:
* Large amounts of data
* Lower dimensional environments

* Compounding error

* Inverse reinforcement learning (IRL)
* Learns a cost / reward function that prioritizes entire trajectories.
* Then learns the policy as a RL problem.

* Mathematically proved that it introduces smaller compounding error.



Generative Adversarial Imitation Learning

* Generative Adversarial Imitation Learning (GAIL)

* Learn the reward function using GAN (Generative Adversarial Network)

* Discriminator assigns reward of 1.0 to expert’s (s_t, a_t)
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* Process

* Learner generate new trajectories {(s_t, a_t)}.

* Discriminator trains on trajectories of the learner and expert.
* Discriminator assign rewards to learner’s trajectories {(s_t, a_t)}.

* Learner updates policy network.



Motivation

* BC / GAIL / Dagger
* They all requires the access of the actions, which is not the case when:
* Imitation learning from motion captured data
* Virtual Reality Teleoperation
* Noisy data / model mismatch / retargeting

* Instead of expert’s perfect trajectories {(s_t, a_t)}
* Input:

* expert’s perfect trajectories without actions {(s_t)}



Behavior Cloning from Observation

* The idea of behavior cloning from observation (BCO):
* If the actions won’t come from the expert, then the learner must come to infer the actions
* Inverse dynamics
* Forward dynamics:
s t «— f(s_{t-1}, a_{t-1})

* Inverse dynamics:
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Results

* Comparison on 4 environments
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Discussion

Pros:

* Proposed to solve a problem of a new setting.

* Cons:

* Could have a more comprehensive result sections

Right figure from [1]

Below figure from [2]
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Table 1: Final performance for 18 environments of the bench ked algorithms. All the algorithms are run for
200k time-steps. Blue refers to the best methods using ground truth dynamics, red to the best MBRL algorithms,
and green to the best MFRL algorithms. The results show the mean and standard deviation J\cmvcd over 4
random seeds and a window size of 5000 times-step:

| Pendulum | InvertedPendulum | Acrobot | CartPole | Mountain Car

|
Random | -2026 =2493 2050 = 136 374, WA=325 051 =18
1LQG 160.8 = 298 0.0 = 0.0 199.3 = 0.6 3
GT-CEM 1.5~ 352 0.2:0.1 199.9 = 0.1
GRS | 1715 2.0 = 0.0 200.0 = 0.0
RS 0.4 = 0.0+
MB-MF -1823 = 244
PETS CEM
METRRO
GPS
PILCO | 1945 £08
SVG 1831590
MB-MPO | -0 = 040 32 306 =38
SLBO 2404 £7.2 780 = 1666 441 =68
PPO | 865 =78 21.7£13.1
TRPO 4713157 372 = 164
™ | 196.0 = 3.1 0012
SAC | 199.4 = 0.4 52.6= 0.6+
| HalfCheetah | | | Ant | Ant-ET | Walker2D
Random | -288.3 £ 65.8 4738 = 408 124.6 = 145.0 -24569 = 3453
iLQG | 2142.6= 1377 97398 = 7450 15062 £4504 | -11862 = 1263
GT-CEM | 147772 = 139642 2118322007 | 2260=1786 | 77197 = 486.7
GRS | 8157+ 31 2709.1 = 631.1 25190 = 4698 | -1641.4 = 1376
RS | 420 2399

220603

MB-MF | 169+ 727
I’I:TS(‘I;\‘I 27953 = 8799
PE 669 = 4716
\ﬂ: TRI’() | 228.7 = %04
523 =417

I’IL( 0

MB- \IPU £
SLBO 2000 = 40.1
PPO
TRPO | 2. x
TD3 36143 = 82, 956.1 669 769.0
SAC | 40007 = 2021+ 506.7 % 165.2 59+ 588.1
| Walker2D-ET | | | SlimHumanoid | Humanoid-ET
473 505 =571
. 2409
2568 = 163 X 6760
2 295 =468 80744 = 4411 103.8
RS | 2001% 105 24915 £ 35.1 247.1£6.1 -99.2 = 3885 3328 = 134
MB-MF 35040 = 1076 -1047.4 = 1098.7 | 926.9 13202+ 7353
1293

-2303.9 = 338.1

N.A N.A
g 4352+ 163.8 10968 = 791.0
333.2+1189.7 8336 2
1417+ 734.1 142.4
-1038 = 10280 7580 = 620 =367
2100.1 = 6406 2374 =335 2813 = 109
32097 [ 22453 = 2324, 1319.1 = 1246.1 1070.0 = 1683
2164 - 6787 7264 = 6155 13284 = 4682 843.6=313.1
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Discussion

* Cons:
* Some of the claims are not supported by empirical results nor theorems.

* Missing baselines and perhaps limited novelty [3].

3.1 Validation of imitation of without actions, using partial observations

Imitation without ground-truth actions: To show that it is sufficient for the discriminator to
condition on state information (including velocity) without accompanying actions, we examine
imitation learning for a 2D planar walker (see Figure[3] left panel). The walker task consists of 10s
episodes, terminating early if the walker torso falls below a threshold. The demonstration policy is
continuously rewarded proportionally to the absolute difference between its horizontal velocity and a
target speed (Sm/s), minus a small control cost. See video of the demonstration, and see supplemental

[3] Merel, J., Tassa, Y., Srinivasan, S., Lemmon, J., Wang, Z., Wayne, G., & Heess, N. (2017). Learning human behaviors from
motion capture by adversarial imitation. arXiv preprint arXiv:1707.02201.




