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Motivation and Main Problem

Generate Meshes with polygonal 
faces!

Have an Image?
Have a class? 
A Context?
Some vertices?
You can generate a mesh!
Think of the holodeck in Star Trek…



Mo0va0on and Main Problem

• Why genera6ve?
• Synthesis – ‘novelty’
• Repair
• Vision & Reasoning
• Environments for RL and other training
• 3D Modeling
• 3D PrinXng – sample the real world



Why are generative meshes hard?

• Unordered elements
• Discrete face structure

• N-gon means vary sequence size

• Triangle soup
• Human meshes (games, graphics)

• Compact
• Good use of geometric primitives



Previous Work
• “…there were no exis.ng methods that directly model mesh ver.ces and faces”

• Compression – yes – Draco (google)

• Ordered and unordered point clouds 
• The shape varia+onal autoencoder: A deep genera+ve model of part-segmented 3d objects  - Nash & Williams 2017

• Point cloud GAN – Li et. al 2019

• PoinIlow: 3d point cloud genera+on with con+nuous normalizing flows. Yang et. al 2019

• PCT: Point Cloud Transformer. Guo 2020 

• Voxels
• A unified approach for single and mul+- view 3d object reconstruc+on.  Choy et.al 2016

• Learning a probabilis+c latent space of object shapes via 3d genera+ve-adversarial modeling.  Wu et. al 2016

• Octree genera+ng networks: Efficient convolu+onal architectures for high-resolu+on 3d outputs.  Tarchenko et. al 2017

• Unsupervised learning of 3d structure from images.  2016

• Func%onal representa%ons: SDF, Implicits in general
• Learning con+nuous signed distance func+ons for shape representa+on. Parks et.al 2019

• Occupancy networks: Learning 3d reconstruc+on in func+on space.  Mescheder et. al. 2019

• Parameterized deformable meshes
• A papier-maˆche ́ approach to learning 3d sur- face genera+on Groueix et.al. 2018



PolyGen

Occupancy Networks (Mescheder 2019)

AtlasNet /  Papier-mâché
(Groueix 2018)

Implicit RepresentaHons – Gradient Fields (Cai 2020)



Differences in approach

• Here, we directly model and generate meshes that are similar to those 
created by people
• Probabilistic model – yields diverse (creative?) output – robust to 

ambiguous input – principled
• Vertex model like PointGrow (Sun et al, 2020)

• autoregressive decomposition to model point 3D clouds
• Fixed length point clouds vs variable vertex sequences
• Hand-crafted self-attention mechanism vs SOA deep architectures -> to model 

verts and faces – generation of high quality meshes



• First: Unconditional mesh vertex & face models create n-gon meshes 
– directly, no post-processing! Autoregressive!
• Demonstrated conditional generation given any and/or only one of:

• Object Class
• Image
• Voxels

• Application of Transformers to Meshes: vertex & face distributions, 
robust to bad input
• Output is diverse, realistic and directly usable in graphics applications 

– unlike previous post-processed output

Contribu0ons 
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General Background –
Transformers & 
Attention

Encoder Decoder



Why Transformers for Meshes?

• Short & Long range dependencies (context)
• Rela6onships between faces and ver6ces

• Symmetries
• Non-local dependencies
• Arbitrary distribuXons

• Distribu6on over sequences
• Analogous to words / sentences / paragraphs 

• Autoregressive language models



Problem SeEng

A mesh,      has 3d vertices    , which are indexed to form faces,  



Problem Setting

A mesh,      has 3d vertices    , which are indexed to form faces,  

max( log p(       | 𝜃 ) )= 𝑣n , 𝑛 = 1, …, NV

8 bit-quantization (0-255)



Approach

Image

Class

h (context)

Vertex Model
Transformers

autoregressive

Face Model
Transformers

autoregressive

Voxels

Prediction M
ask

Uses simple rules to mask 
bad predictions

= 𝑣n , 𝑛 = 1, …, NV

condi.on



Vertex Model

autoregressive





Face Model

autoregressive



Face Model

autoregressive

:



Face Model

autoregressive

encoder masked decoder



Discussion of results



Discussion of results



Discussion of results



Experimental Results

• Mesh GeneraXon
• Best model achieves:

• log-likelihood 4.26 bits/vertex
• 85% predic.on for Ver.ces
• 90% predic.on for faces

• Accuracy of next vert coordinate & choice of vertex 
for next face

• No great metrics so…

Negative log-likelihood



Experimental Results vs. 
Mesh Reconstruction

Symmetric Chamfer Distance between two point sets



Experimental Results

• But are the meshes any 
good?
• Some crude statistics…
• Blue line is ground 

truth from ShapeNet



Critique / Limitations / Open Issues 
• Transformers are expensive to train

• Attention is quadratic in nature O(L2)
• New mechanism is O(L log(L) ) ! <Reformer: The efficient Transformer>

• Can limit mesh sizes (Scalability <vertex history> )
• Don’t know what the limits are… not in paper, or code…
• Quantization hides some of this
• Need better quality metrics for understanding statistical variations

• Rotations

• Unclear on performance with generalized curvature
• No new benchmark metrics (yet)…

• Generation could be slow since it’s sequential
• Non-planar n-gons (probably filtered out organic/curvy things!)

• Low res 256x256x256 mesh/voxel coords.



Contribu0ons recap

• First: Unconditional mesh vertex & face models create 
polygon meshes!

• Demonstrated conditional generation given
• Object Class
• Image
• Voxels

• Novel application of Transformers to Meshes
• vertex & face distributions, robust to bad input

• Output is diverse, realistic and directly usable in graphics 
applications – unlike previous post-processed output



Thank You!


