
CSC2457 3D & Geometric Deep Learning

Date: 26 Jan. 2021

Presenter: Bin Yang

Instructor: Animesh Garg



Point cloud is becoming the new trend!



Processing point clouds is challenging!

● Non-grid structured data

● Unordered

● In continuous space

● Sparse

● Varying densities



Processing point clouds is challenging!

● Limited receptive field with computation overhead

● Lacks the capability to capture local shape

● Limited flexibility

CNN MLP GCN



Contributions 
● Prior works

○ Projection networks: intermediate structure with limited receptive field
○ Graph convolution: feature aggregation over edges ignores local shape
○ Pointwise MLP: hard to capture local shape in an efficient manner
○ Point convolution: limited flexibility or representative power

● This paper proposes a new type of point convolution that
○ Learns kernel function to compute point-wise filters
○ Increases the discriminative power with deformable kernels

● This paper shows
○ State-of-the-art performance in a large variety of tasks (object classification, 

segmentation of small or large scenes)
○ Fast training and inference time for deep architectures



General Background 

2D Convolution



Input Data Notation

We always consider a point cloud as two elements:

- The points

- The features



Kernel Point Convolution

Point convolution of F by a kernel g at a point x is defined as follows:

where neighborhood
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We want g to apply different weights to 
different areas inside the neighborhood
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Kernel Point Convolution

Point convolution of F by a kernel g at a point x is defined as follows:

Correlation should be higher when closer

where σ is the influence distance chosen according to the input density



2D Convolution vs. Kernel Point Convolution



Deformable Kernel Point Convolution



Deformable Kernel Point Convolution



Experimental Results



Qualitative Results



Ablation Study



Analysis of Learned Filters



Analysis of Receptive Field



Analysis of Deformation Regularization



Open Issues 

- Determine the neighborhood is hand-crafted and less flexible
- May cause problem in outdoor LiDAR point clouds

- The following paper learns the distance metric between points in 
high-dimensional feature space, and achieves better performance in 
outdoor LiDAR point clouds.



Contributions (Recap) 
● Prior works

○ Projection networks: intermediate structure with limited receptive field
○ Graph convolution: feature aggregation over edges ignores local shape
○ Pointwise MLP: hard to capture local shape in an efficient manner
○ Point convolution: limited flexibility or representative power

● This paper proposes a new type of point convolution that
○ Learns kernel function to compute point-wise filters
○ Increases the discriminative power with deformable kernels

● This paper shows
○ State-of-the-art performance in a large variety of tasks (object classification, 

segmentation of small or large scenes)
○ Fast training and inference time for deep architectures


